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Abstract. Cybercriminals steal access credentials to online accounts in
a bid to derive profit from the valuable content of such accounts. The
research community lacks a comprehensive understanding of what these
stolen accounts are used for. This is largely because it is hard for re-
searchers to collect data on compromised online accounts. To bridge this
gap, we present an infrastructure that is able to monitor accesses and ac-
tivity of cybercriminals in compromised Gmail accounts. We leaked cre-
dentials to 100 accounts under our control through information-stealing
malware, public paste sites, and underground forums. We then mon-
itored accesses and activity observed in these accounts over a period
of 7 months.
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1 Introduction

Malicious online activity has increased rapidly in recent times. Victims suffer
massive harm, and cybercriminals make a lot of profit. Malicious activity per-
petrated by cybercriminals includes spamming [8, 10, 17], malware dissemina-
tion [6], phishing [7, 10], information theft [14], account hijacking [5, 8], and
Denial-of-Service (DoS) attacks. The massive scale of cybercrime nowadays is
supported by underground ecosystems of interconnected merchants trading fake
and compromised accounts, botmasters in control of massive botnet infrastruc-
ture, malware developers and distributors, and more [16, 18]. There is limited
literature on these underground ecosystems. A direct implication of this limited
understanding is that “indirect and defense costs” of cybercrime are at least ten
times the earnings of cybercriminals’ earnings, according to a recent study [3].
Hence, a deeper understanding of underground ecosystems is necessary to effec-
tively truncate cybercrime operations.

Cybercriminals steal credentials to online accounts, since such accounts of-
ten contain valuable information such as credit card details and bank account
information, which they sell in underground markets. As earlier stated, there
is limited research literature on this problem [5]. There are two main reasons
for this. First, it is hard for researchers to obtain data of compromised accounts
from large online service providers, such as Google and Yahoo. Second, only some
parts of a cybercrime operation are observable, for instance, information shared
publicly by compromised accounts [8, 9].



To bridge this gap, we present a system that is able to monitor attacker activ-
ity in Gmail accounts instrumented with Google Apps Script [1]. We call such ac-
counts honey accounts, and we created 100 of them. We leaked them through mul-
tiple outlets, namely, paste sites, underground forums, and information-stealing
malware. The idea was to entice cybercriminals to access the honey accounts.
We monitored accesses and actions in the honey accounts for 7 months.

In summary, this paper makes the following contributions: First, we develop
an extensible system to monitor malicious activity in Gmail accounts. We will
publicly release the source code of our system, to allow other researchers to
deploy their own honey accounts. The idea is to deepen the understanding of
the security community on malicious activity in online accounts. Second, we
deployed 100 honey accounts on Gmail, and leaked their credentials through
multiple outlets, as earlier described. We collected data for 7 months.

2 Methodology

Our overall goal was to gain a better understanding of malicious activity in
compromised webmail accounts. To achieve this goal, we developed a system able
to monitor the activity on Gmail accounts. We instrumented these accounts to
log all accesses they receive, and actions taken on them by cybercriminals. We set
up a monitor infrastructure to keep track of this activity information. Figure 1
shows an overview of our monitoring system. We deployed 100 honey accounts on
Gmail. We proceeded to leak the accounts on different outlets, namely popular
paste websites, underground forums, and information-stealing malware. The idea
is to study differences in malicious activity across these outlets. In the following
section, we describe our system architecture and our experiment setup in detail.

2.1 System overview

Our system comprises a number of components, namely, honey accounts and
monitoring infrastructure. These components are described in this section and
a system overview diagram is shown in Figure 1.
Honey accounts. Our honey accounts are webmail accounts instrumented with
Google Apps Script, to monitor activity in them. Google Apps Script is a cloud-
based scripting language based on JavaScript, originally designed to augment
the functionality of Gmail accounts and Google Drive documents, in addition to
building web apps [2]. We included functions that periodically scan the emails
in each honey account to report all discovered changes, namely, read, sent,
“starred,” and draft emails, back to us. We also added a “heartbeat message”
function to attest that the account was still functional and had not been blocked
by Google. To mitigate spam, we configured the honey accounts to redirect
emails sent from them to a sinkhole SMTP server under our control.
Monitoring infrastructure. In addition to Google Apps Scripts in the honey
accounts, we set up some scripts on our server, to periodically login to the honey
accounts and automatically collect information about accesses. Notifications of



Fig. 1: Overview of our monitoring infrastructure.

actions on honey accounts are sent by Google Apps Scripts we hid in the honey
accounts, to a dedicated webmail account that we set up as notifications store.
Another script periodically connects to the dedicated webmail account, and re-
trieves all notifications in it. We believe that our honey account and monitoring
framework unleashes multiple possibilities for researchers who want to further
study the behavior of attackers in webmail accounts. For this reason, we will
release the source code of our system.

2.2 Experiment setup

As part of our experiments, we first set up a number of honey accounts on Gmail,
and then leaked them on multiple outlets used by cybercriminals.
Honey account setup. We created 100 Gmail accounts and assigned them
random combinations of popular first and last names, similar to what was done
in [15]. We populated the freshly-created accounts with modified emails from
the public Enron email dataset [12], to make them believable.
Leaking account credentials. To achieve our objectives, we had to entice
cybercriminals to interact with our account honeypots, while we logged their
accesses. We selected paste sites and underground forums as places where to
leak account credentials, since they tend to be misused by cybercriminals for
dissemination of stolen credentials. We also decided to set up virtual machines
and perform logins to honey accounts after infecting them with information-
stealing malware, since this is a popular way in which professional cybercriminals
obtain access to stolen accounts [4]. Information-stealing malware collects form
data that users input on particular sites, and then uploads it to the C&C server.

Finally, to study activity of information-stealing malware in honey accounts,
we leaked some honey credentials to information-stealing malware samples, using
the malware honeypot infrastructure described in the following section. The



reason for leaking different accounts on different outlets is to study differences
in the behavior of cybercriminals getting access to stolen credentials through
different sources.
Malware honeypot infrastructure. We set up a malware sandbox and in-
fected it with malware samples; these samples captured the honey credentials
during logins. Our sandbox works as follows:

– Host machine creates Virtual Machine (VM) running on a vulnerable guest
operating system.

– VM requests malware and honey credentials from web server running on
host machine.

– VM self-infects with malware.
– VM drives web browser and performs login to Gmail using honey credentials.
– Active malware in VM steals honey credentials and sends them to C&C

server.
– Host machine deletes VM, and repeats the process with different malware

sample and honey credentials.

The structure is similar to the one presented in [11]. To minimize abuse, we
followed the practices presented in [13], such as limiting the bandwidth of the
network interfaces to avoid DoS attacks, and limiting the lifetime of each VM.

2.3 Ethics

The experiments performed in this paper require some ethical considerations.
First of all, by giving access to our honey accounts to cybercriminals, we incur
the risk that these accounts will be used to damage third parties. To minimize
this risk, as we said, we configured our accounts in a way that all emails would be
forwarded to a sinkhole mailserver under our control and never delivered to the
outside world. We also established a close collaboration with Google and made
sure to report to them any malicious activity that needed attention. To mitigate
the possibility of cybercriminals finding our honey scripts, deleting them, and
locking us out of the honey accounts, we provided Google with a full list of our
honey accounts, so that they could monitor them in case something went wrong.
Another point of risk is ensuring that the malware in our virtual environment
would not be put in condition to harm third parties. As we said, we followed
common practices [13] such as restricting the bandwidth available to our virtual
machines and sinkholing all email traffic sent by them. Finally, our experiments
are inherently deceiving cybercriminals by providing them fake accounts with
fake personal information in them. To make sure that our experiments were run
in an ethical fashion, we sought and obtained IRB approval by our institution.

3 Preliminary Results and Discussion

In this section, we highlight preliminary results, some limitations of our method,
and also present some ideas for future work.



Preliminary results. We ran experiments for 7 months on 100 honey accounts,
and observed 327 unique accesses. The accesses originated from 29 countries.

Limitations. We encountered a number of limitations in the course of the ex-
periments. For example, we were able to leak the honey accounts only on a few
outlets, namely paste sites, underground forums and malware. In particular, we
could only target underground forums that were open to the public and for which
registration was free. Similarly, we could not study some of the most recent fam-
ilies of information-stealing malware such as Dridex, because they would not
execute in our virtual environment. Attackers could find the scripts we hid in
the honey accounts and remove them, making it impossible for us to monitor the
activity of the account. This is an intrinsic limitation of our monitoring archi-
tecture, but in principle studies similar to ours could be performed by the online
service providers themselves, such as Google and Facebook. By having access to
the full logs, such entities would have no need of setting up monitoring scripts,
and it would be impossible for attackers to evade their scrutiny.

Future work. In the future, we plan to continue exploring the ecosystem of
stolen accounts, and gaining a better understanding of the underground economy
surrounding them. We would explore ways to make the decoy accounts more
believable, in order to attract more cybercriminals and keep them engaged with
the decoy accounts. We intend to set up additional scenarios, such as studying
attackers who have a specific motivation, for example compromising accounts
that belong to political activists (rather then generic corporate accounts, as we
did in this paper). We want to study the modus operandi of cybercriminals taking
over other types of accounts, such as Online Social Networks (OSNs) and cloud
storage accounts. We could modify and adapt the monitoring infrastructure that
we already have to other types of accounts.

4 Conclusion

In this paper, we presented a honey account system that is able to monitor the
activity of cybercriminals that gain access to Gmail credentials. We will open
source our system, to encourage researchers to set up additional experiments
and improve the knowledge of our community regarding what happens after an
account is compromised. We set up 100 honey accounts, and leaked them on
multiple outlets. We measured the accesses received on our honey accounts for
a period of 7 months.
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